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AUDIT REPORT 
 

Audit of business continuity and disaster recovery planning at UNJSPF 
 
BACKGROUND 

 
1. Business continuity and disaster recovery (BC/DR) planning pertains to the procedures for 
ensuring the continuity of critical processes in case of adverse events and enabling the timely resumption 
of the supporting information and communication systems. 
 
2. BC/DR planning in UNJSPF is managed on the basis of two distinct plans, developed by the 
Fund Secretariat and the Investment Management Division (IMD) for their respective critical processes 
and systems. These processes and systems support core functions pertaining to: 
 

i. Closing of pension entitlements and benefit payroll; 
 

ii. Cash management; 
 

iii. Routing and disbursement of payments; 
 

iv. Portfolio management; 
 

v. Trade execution; 
 

vi. Accounting; 
 

vii. Trade settlement; 
 

viii. Investment operations; 
 

ix. IT operation; and 
 

x. Risk and compliance. 
 

OBJECTIVE AND SCOPE  
 
3. In accordance with its mandate, OIOS provides assurance and advice on the adequacy and 
effectiveness of the United Nations internal control system, the primary objectives of which are to ensure 
(a) efficient and effective operations; (b) accurate financial and operational reporting; (c) safeguarding of 
assets; and (d) compliance with mandates, regulations, and rules.  

 
4. The audit of BC/DR was conducted to assess the adequacy and effectiveness of UNJPSF’s 
governance, risk management and control processes in providing reasonable assurance that its operations 
can withstand adverse events and continue to operate within reasonable time frame in case of interruption. 
 
5. This audit was selected because of the potential high risks to which UNJSPF is exposed, with 
particular regard to the reliance on third party IT services providers and inability to recover from business 
interruptions that could cause critical information resources to be inoperable. 
 

1 



 

6.  The key controls tested for the audit were: (a) risk management; and (b) disaster recovery and 
business continuity planning. For the purpose of this audit, OIOS defined these key controls as follows: 
 

(a) Risk management - those controls that are designed to provide reasonable assurance that 
risks relating to business continuity and disaster recovery are identified and assessed, and that 
action is taken to mitigate or anticipate risks. 
 
(b)  Business continuity and disaster recovery planning - those controls that are designed 
to provide reasonable assurance that disaster recovery and business continuity plans exist to 
ensure that the operations of UNJSPF can withstand crisis and continue to operate within a 
reasonable time frame. 

 
7. The key controls were assessed for the control objectives shown in Table 1. Certain control 
objectives (shown in Table 2 as “Not applicable”) were not relevant to the scope defined for this audit. 
 
8.  OIOS conducted the audit from 20 September 2011 to 16 November 2011.  The audit covered 
the period from 1 January 2008 to 16 November 2011. 
 
9. OIOS conducted an activity-level risk assessment to identify and evaluate specific risk exposures, 
and to confirm the relevance of the selected key controls in mitigating associated risks.  Through 
interviews, analytical reviews and tests of controls, OIOS assessed the existence and adequacy of internal 
controls and conducted necessary tests to assess their effectiveness.  In particular, OIOS reviewed: (a) 
reports submitted to the Pension Board; (b) terms of reference and minutes of the  meeting of the 
working groups established for enterprise-wide risk management, business continuity and recovery 
management, and information technology; (c) minutes of the coordination meetings between the Chief 
Executive Officer (CEO) of UNJSPF and the Representative of the Secretary-General (RSG) for the 
Investments of the Fund; (d) business continuity and disaster recovery plans; (e) list of critical 
applications; (f) business impact analysis; (g) list of third party service providers; (h) details of alternate 
sites; (j) testing procedures and results; and (k) risk registers. OIOS also interviewed relevant staff,  
inspected the data centre located in the 4th floor of 1 Dag Hammarskjold Plaza, New York, and reviewed 
the results of its previous inspection of the data centre in Piscataway, New Jersey. The scope of this audit 
included also a review of the status of implementation of the recommendations issued by OIOS in the 
previous audit of business continuity and disaster recovery (AS2006/800/02). 
 
AUDIT RESULTS 
 
10. In the opinion of OIOS, UNJSPF’s governance, risk management and control processes examined 
were unsatisfactory in providing reasonable assurance that its operations can withstand adverse events 
and continue to operate within an acceptable time frame in case of interruption. 
 
11.  The overall rating is based on the assessment of key controls presented in Table 1 below. 
Although responsibilities have been assigned and control mechanisms implemented for risk management 
and BC/DR in the Fund Secretariat and IMD, there are unmitigated risks associated with the location of 
the IMD primary data centre that could severely impact the ability of UNJSPF to ensure the continuity of 
its operations.  
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Table 1: Assessment of key controls 
 

 Key controls Control objectives 
  Efficient and 

effective 
operations 

Accurate 
financial and 
operational 
reporting 

Safeguarding 
of assets 

Compliance 
with 
mandates, 
regulations 
and rules 

(a) Risk management  
 

Partially 
Satisfactory 

Not applicable Not applicable  Not applicable Business 
continuity 
and disaster 
recovery 
planning 

(b) Business continuity 
and disaster recovery 
planning 

Unsatisfactory Not applicable Not applicable  Not applicable 

  
Risk management  
 
Risk management was partially satisfactory 
 
12. A working group was created in 2008 with the responsibility to coordinate the tasks required for 
managing the risks of UNJSPF as a whole based on the enterprise-wide risk management policy endorsed 
by the Pension Board during its 53rd session. The working group is composed of 12 members, six from 
the Fund Secretariat and six from IMD, and meets at least twice a year. 
 
13. Two risks assessments were completed, respectively in 2009 by the consulting firm Deloitte & 
Touche, and in 2010 internally by the Fund Secretariat. The results of these assessments identified 
BC/DR risks associated with: (i) reliance on third parties; (ii) external factors; (iii) inability to recover; 
and (iv) ICT outsourcing. 
 
14. Since 2008, the enterprise-wide risk management working group has held regular meetings. The 
risks associated with business continuity and disaster recovery planning have been included in its agenda 
and discussed in periodic meetings. 
 
15. Status reports of all IT projects, including those related to BC/DR, have been submitted on a 
quarterly basis to the Information Technology Executive Committee (ITEC). These reports included 
summary information about the status of implementation of the projects. Periodically, power point 
presentations were also included with detailed information on each initiative. Details related to BC/DR 
have been presented. 
 
16. These efforts have enabled the correct identification and assessment of BC/DR risks, but actions 
had not been taken for their mitigation.  
 
Business continuity and disaster recovery planning  
 
Adequate governance structure and mechanisms were in place 
 
17.  The BC/DR plans of UNJSPF are governed by an ad-hoc working group created in 2007 and 
composed of representatives from the Fund Secretariat and IMD. The working group has met regularly 
and its meetings and decisions were adequately documented. 
 
18.  Roles and responsibilities pertaining to the activation and management of the BC/DR plan have 
been defined and documented in the UNJPSF Crisis Management Structure and IMD Incident 
Management Team. 
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BC/DR plans for common functions need to be coordinated 
 
19. The Fund Secretariat and IMD have developed separate BC/DR plans. Both plans contain 
provisions for contacting the other entity “as needed”. The criteria for determining these needs, however, 
have not been defined. 
 
20.  Furthermore, there are applications (i.e., Lawson and Alertfind) that have been included in both 
plans. Therefore, there is a need for coordinating and documenting in one plan the scenarios, 
responsibilities, applications and actions addressing those instances when the Fund Secretariat and IMD 
need to coordinate their response with regard to common critical systems. 

 
(1) The UNJSPF Secretariat and IMD should coordinate and document in an addendum to their 

respective BC/DR plans, the scenarios, responsibilities, applications and actions to be taken 
for ensuring recovery and continuity of the common critical functions and systems (i.e., 
Lawson and Alertfind).  
 
IMD accepted recommendation 1 and stated that will coordinate with the Fund Secretariat for 
creating an addendum to the IMD Business Continuity Plan with the scenarios, responsibilities, 
applications and actions to be taken for ensuring recovery and continuity of the common critical 
functions and systems (i.e., Lawson and Alertfind).IMD targets a 31 March 2012 implementation 
date if the Fund Secretariat is agreeable.  
 
The Fund Secretariat accepted recommendation 1 and stated that it took note that OIOS has 
determined that the Fund Secretariat has a satisfactory BCP/DR process and procedure. The Fund 
Secretariat will prepare an addendum to the DR document that presents the data feed from IMD 
through the master record keeper to the Lawson general ledger, by March 2012. The Fund 
Secretariat also confirmed that the response provided by IMD represents their mutual 
understanding of the future direction to be taken for the implementation of recommendation 1. 
 
Recommendation 1 remains open pending the completion of the addendum to the BC/DR plans 
with scenarios, responsibilities, applications and actions for ensuring recovery and continuity of the 
common critical functions and systems (i.e. Lawson and Alertfind).  

 
Business continuity and disaster recovery planning of the Fund Secretariat  
 
Adequate information was in place for critical functions, systems and third party service providers  
 
21. The BC/DR of the Fund Secretariat was first issued in June 2010 and recently updated in October 
2011. The latest business impact analysis for confirming the criticality of functions and systems was 
conducted in April 2010. 
 
22. The Fund Secretariat has defined its essential processes and critical systems, and identified the 
details of third party entities in the BC/DR. 
 
The primary and secondary data centres of the Fund Secretariat were adequate 
 
23. The IT infrastructure of the Fund Secretariat was originally located in the 4th floor of the building 
at 1DHP. The secondary data centre of the Fund Secretariat is located in Geneva and is supported by the 
United Nations International Computing Centre (UNICC), on the basis of a documented service level 
agreement. 
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24. Based on an assessment conducted by a specialized third party entity, this location was 
considered inadequate to provide the necessary level and types of power and air conditioning system for 
the equipments hosted in 1DHP. In addition, due to the increasing incident rates and the overall lack of 
reliable growth capacity, this location was considered a serious risk to the Fund Secretariat’s ability to: (a) 
support the adoption of new process-driven working practices and the modernization of the information 
technology platform and systems including the Integrated Pension Administration System (IPAS) project;  
(b) adequately ensure a stable and local computing infrastructure; and (c) provide a robust and scalable 
infrastructure facility to provision the expected service level support for the Investment Management 
Division’s growing infrastructure requirements as part of the on-going IT infrastructure consolidation. 
 
25. In January 2010, the Fund Secretariat retained the services of a specialized consulting firm to 
assist in the development of a comprehensive business impact analysis study. After an examination of 
alternatives, the Fund Secretariat decided to migrate its information technology infrastructure located in 
1DHP, to a new data centre under the management of UNICC. The Fund Secretariat stated that the 
migration project was successful and is complete. 
 
26.  The Fund Secretariat stated that within the first six months of the fully operational NADC data 
centre, the infrastructure has met the required performance levels. Furthermore, the infrastructure 
contemplated in the high level business case as required by the IPAS project is properly installed and 
available. The migration project also took advantage of “hot site” disaster recovery capabilities for key 
systems between the NADC and the UNICC in Geneva, where many of the Fund Secretariat’s mission 
critical systems reside. 
 
BC/DR testing was adequate 
 
27. The Fund Secretariat has conducted two test simulations of its BC/DR plan in April 2010 and 
February 2011. The results of these tests were documented and categorized on six workstreams. 
 
28. The test documentation was completed with lessons learned and a to-do list of actions in three 
areas: Overall; Payment Unit; and Cashier Unit. The progress made with regard to these actions have 
been presented and discussed in periodic meetings of the BC/DR working group and ITEC.  
 
Business continuity and disaster recovery planning of the Investment Management Division 
 
Adequate information was in place for critical functions, systems and third party service providers 
 
29. IMD identified its critical functions and supporting systems in the business continuity and 
disaster recovery plan issued in August 2011. IMD conducted a business impact analysis in 2008 and has 
a plan for conducting a new analysis in 2012. 
 
30.  Third party entities have been identified and their contact details included in the BC/DR plan of 
IMD. 
 
Actions are needed for ensuring that the primary data centre of IMD is hosted in a suitable location 
 
31. The primary data centre of IMD remained in the 4th floor of 1DHP, supported by the Fund 
Secretariat in accordance with the MOU established for the consolidation of the UNJPSF IT 
infrastructure, expiring on 31 December 2011. IMD’s secondary data centre in Geneva is supported by 
UNICC on the basis of a documented service level agreement. 
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32. IMD primary data centre. 
 
33.  OIOS assessed the risks associated with the hosting of IMD primary data center in the 4th floor of 
1DHP, on the basis of the following reviews: 
 

(i) The site inspection of the data centre located in the 4th floor of 1DHP confirmed that this 
location is not adequate for hosting a primary data centre because: (a) Plumbing and an 
electrical transformer are present within the server room; (b) There have been recorded 
incidents of water leaks and overheating; and (c) There is a lack of a redundant power 
source and cooling systems; 

 
(ii) NADC is used by the OICT of the United Nations Secretariat for hosting its secondary 

data centre. OIOS inspected NADC in 2010, during the audit of the information security 
management certification of OICT (AT2010/517/01), and determined that this facility 
was compliant with the latest construction standards (TIA-942) and environmental 
controls. The data centre has redundant power feeds and runs on two separate power 
grids; and 

 
(iii) IMD BC/DR plan confirmed that: 

 
(a) All IMD mission critical data is maintained at 1DHP; 
 
(b) Charles River Trade Order Management (including connectivity with Fix engine 

and Bloomberg data) and the Society for Worldwide Interbank Financial 
Telecommunication (SWIFT) are automatically replicated to the IMD recovery 
facility in Geneva. The other systems considered critical for IMD operations, 
such as file data, e-mail, Microsoft Office, Internet, and Murex are not replicated 
to a secondary recovery site; and 

 
(c) The results of the test conducted by IMD in May 2011 highlighted some 

weaknesses confirming the limitation of the resumption plan established with the 
secondary data centre located in Geneva, and the need for a secure and reliable 
primary data centre. 

 
34. In consideration of the risks associated with the data centre in the 4th floor of 1DHP, and the 
imminent expiration of the MOU (currently extended for additional six months), the Fund Secretariat has 
requested IMD to relocate its primary data centre to the same facility hosting its own IT infrastructure at 
NADC. 
 
35. IMD found the NADC facility as a suitable location but considered the relocation plan and the 
organizational structure initially proposed by the Fund Secretariat not appropriate for investment 
operations. In the opinion of IMD the initial plan proposed by the Fund Secretariat was inoperative 
because it would have fragmented its infrastructure between the 4th floor data center and NADC, making 
it impossible to execute investment transactions. However, this issue was subsequently addressed and 
resolved. 
 
36.   Although the issue of systems fragmentation was resolved, IMD considers the NADC solution 
inadequate for its operations. IMD explained that: 
 

(i) The NADC arrangement involved four entities: Fund Secretariat, UNICC, Savvis, Inc. (a 
company sub-contracted by UNICC for supporting the day-to-day operations of the data 
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centre), and the landlord of the facility (Digital Reality Trust). To access its systems, 
IMD would need to ensure that the four entities (Fund Secretariat, UNICC, sub-
contractor and landlord) respond and understand IMD's requirements; 

 
(ii) The sub-contractor Savvis, Inc. has been acquired by a new entity (CenturyLink, Inc), in 

15 July 2011, which may create some business uncertainties; and 
 
(iii) The arrangements established for managing NADC are based on a standard service 

delivery agreement between the Fund Secretariat and UNICC. In accordance with the 
terms and conditions of this agreement IMD would not have direct control of its 
applications in the NADC because only the Fund Secretariat has the authority to instruct 
UNICC to perform tasks on the IT infrastructure. IMD stated that these same 
arrangements (SDA between the Fund Secretariat and UNICC) have been in place for the 
management of its secondary data centre in Geneva. In the past, IMD experienced delays 
in updating the applications installed on its servers at the secondary data centre because 
of its inability to directly request UNICC to perform tasks on its IT infrastructure. 

 
37. With regard to the new sub-contractor acquired by UNICC, the Fund Secretariat confirmed that in 
accordance with the clauses of the project and service delivery agreements (UNJSPF.200912.081169-v3.0 
and UNJSPF-D15-1011-V1.1) established for NADC, UNICC is the entity directly and fully responsible 
towards UNJSPF for provisioning, hosting and managing the servers in NADC. Therefore, the 
relationship between UNICC and its sub-contractor(s) do not create uncertainties for UNJSPF. 
 
38. IMD has formally requested an extension of the MOU established with the Fund Secretariat for 
ensuring that its information systems remain fully operational and not interrupted or diminished after 31 
December 2011, and to have time to review the current arrangements and take proper actions. The MOU 
has been extended until 30 June 2012. 
 
39. The Fund Secretariat has responded that is unable to control and predict the physical threats to the 
infrastructure located in the 4th floor at 1DHP and, therefore, cannot take responsibility for and continue 
to maintain IMD’s separate data centre with the required level of safety and security.  
 
40. IMD initiated direct contacts with the Office of Information and Communications Technology 
(OICT) of the United Nations Secretariat and UNICC for hosting and supporting its primary data centre at 
an alternate location. 
 
41. OIOS is of the opinion that in the absence of a suitable location and support for IMD primary data 
centre operations, IMD is exposed to serious risks that could limit its ability to continue operating and 
recover within a reasonable time frame in case of interruption. 

 
(2) IMD should, as a matter of urgency, complete the planned relocation of its primary data 

centre from the 4th floor of 1 DHP to a suitable hosting facility. In the meantime, IMD should 
develop transitional measures for ensuring that its ICT operations are supported and 
safeguarded pending the relocation of its primary data centre.  
 
IMD accepted recommendation 2 and stated that together with the Fund Secretariat in a 29 
December 2011 Amendment to the Memorandum of Understanding have agreed to relocate IMD/s 
ICT operations to the United Nations North American Data Centre in Piscataway, New Jersey. 
While recognizing the urgency of this relocation, the target date is dependent on vendor(s) response 
(i.e., communication lines) and the resources of the Fund Secretariat. While IMD is committed to 
working closely and in a timely manner with the Fund Secretariat, a target date for this relocation 
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is best to be set by the Secretariat. 
 
The Fund Secretariat confirmed that the response provided by IMD represents their mutual 
understanding of the future direction to be taken for the implementation of recommendation 2. 
 
Recommendation 2 remains open pending the completion of the physical relocation of the IMD 
primary data centre to the North American Data Centre in Piscataway, New Jersey. 

 
BC/DR testing was adequate 
 
42.  In its report to the UNJSPF Board in May 2011, IMD stated that disaster recovery and business 
continuity testing for real life disruption events has been completed. The United Nations Headquarters in 
New York City experienced two massive snow storms in December 2010 and in January 2011 which 
caused Headquarters offices to close. During these events, IMD was able to conduct live DR/BC 
exercises. Some staff members of the Investment Section were able to execute trades while staff members 
of the Operations Section were able to complete some trades remotely. IMD collected extensive statistics 
and lessons learned during these exercises. IMD considered its responses to weather-related events (i.e., 
snow storm of December 2010 and the hurricane of September 2011) as real tests cases of its BC/DR 
preparedness. The results of these tests have highlighted the need for strengthening some processes that 
IMD is currently addressing. 
 
43.  Two critical systems (Charles River and SWIFT) have backup arrangements with UNICC in 
Geneva for DR/BC purposes. A full day live test of the Charles River trade order management system and 
SWIFT was conducted from Geneva in May 2011. All investment officers executed live trades and 
performed their regular day-to-day functions from the live Geneva Disaster Recovery site. 
44. IMD has included in its plan requirements for monthly remote testing to be conducted from the 
staff’s residence using laptops and secure connections (Virtual Private Network). 
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ANNEX I 
 

STATUS OF AUDIT RECOMMENDATIONS 
 

Audit of business continuity and disaster recovery at UNJSPF 
 
 
Reco

m. 
no. 

Recommendation Risk category 
Risk 

rating 
C/ 
O1 

Actions needed to close 
recommendation 

Implementation date2 

1 The Fund Secretariat and IMD 
should coordinate and document 
in an addendum to their 
respective BC/DR plans, the 
scenarios, responsibilities, 
applications and actions to be 
taken for ensuring recovery and 
continuity of the common critical 
functions and systems (i.e., 
Lawson and Alertfind). 
 

Governance Important O Complete the addendum to the 
BC/DR plans with scenarios, 
responsibilities, applications and 
actions for ensuring recovery and 
continuity of the common critical 
functions and systems (i.e., 
Lawson and Alertfind). 

31 March 2012  
 

2 IMD should, as a matter of 
urgency, complete the planned 
relocation of its primary data 
centre from the 4th floor of 1 
DHP to a suitable hosting facility. 
In the meantime, IMD should 
develop transitional measures for 
ensuring that its ICT operations 
are supported and safeguarded 
pending the relocation of its 
primary data centre.  
 

Operational Critical O Complete the physical relocation 
of the IMD primary data centre to 
the North American Data Centre 
in Piscataway, New Jersey. 

30 June 2012  

 
 
1. C = closed, O = open  
2. Date provided by IMD and Fund Secretariat in response to the recommendations.  
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